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The journal article summary must be submitted by 12 noon on 10 April, 2026 electronically
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Names must not appear on assignments, you should only identify yourself on your assignment
by your examination number which can be found on your student card. Deadlines are absolute
and must be strictly adhered to otherwise the standardised penalty will be applied without
exception. Further information on late penalties is available within your Programme Handbook.
The penalty will not be applied if good reasons can be given, such as documented illness. If you
feel you require an extension, you should contact the Postgraduate Office as soon as possible. The
Special Circumstances procedure may be appropriate where a circumstance beyond a student’s
control has negatively affected their ability to perform or complete a University assessment. For
further guidance on the Special Circumstances procedure, please contact the Postgraduate Office,
or see your Programme Handbook. When submitting on Learn, your work will be checked by
TurnItIn (plagiarism checker). Further guidance on plagiarism, and how to avoid it is available
here. In addition, the university’s guidelines on the use of generative AI can be found here.

Nature of Assessment

If you do Bayesian empirical work in the future, one of the most important skills you will need
is the ability to read, understand, and critically assess the relevant literature in order to use (or
adapt) the models and methods it presents for your own dataset. This assessment is intended
to give you experience in developing this skill. You are asked to read a journal article that uses
Bayesian econometric methods in an empirical application involving a model that may be new
to you (although, if so, it will be closely related to models covered in the lectures). You should
briefly summarise the paper, critically discuss the methods used, and (if relevant) critically
analyse the empirical results. The article review should be a maximum of 2,000 words and
should include:

1. An introduction to the research question, including a precise definition of the paper’s main
contribution to the literature.

2. A brief description and definition of the model.

3. A brief discussion of the properties of the model, focusing on the types of economic problems
for which it is well suited.

4. A description of how Bayesian methods can be used in the model (i.e., prior specification,
likelihood function, posterior simulation methods and, for papers involving forecasting,
methods used for forecasting). You should also demonstrate awareness of the assumptions
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underlying the various estimation methods, as well as any additional assumptions required
(e.g., for forecasting or structural analysis).

5. A discussion of the empirical results (if relevant) or other important issues that arise in the
paper.

6. A critical and coherent evaluation of the econometric techniques, empirical results, and
findings. This discussion may include limitations of the data used and shortcomings of the
modelling approach.

We would suggest you choose one of the papers listed below in the Section References. However,
if you have a particular interest or have found a Bayesian paper you would like to study in an
area of interest to you, it might be possible for you to use that for your Journal Article Summary.
If you want to do this, please check with Niko (your point of contact for this assessment) first to
make sure the article is appropriate. If you are running up against the 2,000 word length limit, it is
acceptable to refer to equation numbers in the paper you are summarizing (rather than re-typing
equations already in the paper), but if you do please be very clear and explicit. For instance,
when describing a posterior simulation algorithm involving VAR coefficients, A, and an error
covariance matrix, Σ, it is NOT acceptable to simply say: “Posterior simulation is done as in
equations 1 and 2 of the paper." But it is acceptable to say something like: “Posterior simulation
is carried out using a Gibbs sampling algorithm involving a conditional posterior density for the
VAR coefficients, p(A|Data,Σ) and one for the error covariance, p(Σ|Data,A). The former is
Normal and the latter is an inverse Wishart distribution with precise forms given in equations 1
and 2 of the paper."
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